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Introduction

Last week:
° Introduction (continued)

- Chapter 2: challenges of distributed and
parallel systems

* Today:

> The challenge of mutual exclusion (B ) for
distributed/parallel systems.

- Chapter 3: cloud infrastructure, with real-
life examples from Amazon (M 55f).




Course schedule

Part | Introduction and overview

Part 2 Distributed and parallel systems

Part 3 Cloud infrastructure

Part 4 Cloud application paradigm (1)

Part 5 Cloud application paradigm (2)

Part 6 Cloud virtualization and resource management
Part 7 Cloud computing storage systems

Part 8 Cloud computing security

Final exam
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Concurrent accesses to data (Ff 4 1/719))

e Problems may occur when applications in a distributed system
access the same resource at the same time.

e Example: some money may be lost when two bank transfers
are performed at the same time on the same bank account.




A solution: Mutual exclusion (& fF)

e Mutual exclusion (B [x): using techniques to
ensure that two applications do not access the
same resources at the same time.

» Critical resource (K #%R): a resource that
must be accessed/modified by no more than one
computer at a time.

o Examples:

o 2 computers request to know the exchange rate
for CNY (Jz) to USD ($) at the same time. =2
no problem!

o 2 computers reserve the same airplane seat
("KHLBYEESL) at the same time = problem!




Some observations

* Concurrent access problems do not occur
when computers are only reading data.

* Problems may occur if:

° a computer is overwriting data that was read and is
used by another computer.

° a computer is overwriting data written by another
computer.




How to ensure mutual exclusion?

~ Naive approach (JFi#MEY77): If a computer needs
to access a resource (data), it sends a message to all
the other computers to ask if it can use the resource.

Can | use
resource X? =

a /IE/ C

= —a—> |

Computer A requests to use resource X




How to ensure mutual exclusion?

~ Naive approach (JFi#MEY77): If a computer needs
to access a resource (data), it sends a message to all
the other computers to ask if it can use the resource.
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Computer B and C answer the request made by Computer A.
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Can | use
resource X?




Problem | — message loss (iH2 %K)

If message(s) are lost, computer A could wait forever for
an answer!

A message is lost!




Problem | — message loss (iH2 %K)

If message(s) are lost, computer A could wait forever for
an answer!

Solution: use a timeout (F2HY).

If computer A do not receive an answer within a
predefined time limit (e.g. 5 seconds), computer A
sends the message again.

i —

A message is lost!




Problem 2 — fairness (2Y3F)

» Fairness (£23) is not guaranteed!

o Fairness (£42%F):if a computer want to access a resource,
it will eventually be able to access the resource.

* In other words, no computer will wait forever to
access a resource.

Can | use
resource X!?

Can | use
resource X!

Resource X
is mine !!!
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7
- Problem 3 - livelocks (;&%i1)

Livelock (;5%01): Two or more computers wait forever because
they need to use a resource that is used by the another
computer.

| am using X. | am using Y.
| needY to | need X to

complete my task complete my task




Problem 4 — too many messages!

e Many messages need to be sent.

¢ If there are N computers, then a computer must send
N-I messages to other computers to ask to use a

resource, and wait for N-1 answers...
=)

- O
I
Total:
[]
— 2(N-1)
[ ] messages
KI/ [




Is there some better approaches!

Many approaches (algorithms HJ%).
> Lamport’s algorithm
> Ricart-Agrawal’s algorithm
> Maekawa’s algorithm
o Suzuki-Kasami’s algorithm...

| will explain one =



- THE

SUZUKI-KASAMI
ALGORITHM (&%)




Introduction

e Based on a special type of message called a
token (X ).

e There is always only one token.

e The token is sent from one computer to another.

* When a computer has the token, it can access any
critical resources.

* When a computer does not have the token, it
cannot access critical resources (it must wait until

it has the token). Q

Token (X )



lllustration of the basic idea

Can | use
resource X!?

Computer A
has the token

Can | use
resource X!

Can | use

resource X!
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lllustration of the basic idea

Can | use
resource X!

Can | use
resource X!?

Can | use

—— resource X!

Computer A can use
critical resources
because he has the token.

Computer B and C cannot use
critical resources because they
do not have the token.
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lllustration of the basic idea

Can | use
resource X!

A
Can | use
—— resource X?

Computer A can use
critical resources
because he has the token.

Computer B and C cannot use
critical resources because they
do not have the token.
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lllustration of the basic idea

Computer B can use critical
resources because he has the token.

Can | use
resource X!

Can | use

resource X!
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lllustration of the basic idea

Can | use

resource X!
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lllustration of the basic idea

Can | use

resource X!

Computer C can use critical
resources because he has the token.
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Does it work!?

* Does it guarantee mutual exclusion?

> Yes, since there is only one token, no more than one
computer can access critical resources at the same
time.

- What happen if the token is lost?

After a timeout (#BET),a computer creates a new token.

But can we ensure fairness (22F)?
can we avoid livelocks (7&i)? -




Sequence numbers (%15 and token (X )

Each computer has a sequence number (F515).

One computer has the token (X )




To access critical resources

— If a computer needs to access a critical resource:

|. It increases its sequence number by |.

2. It sends a REQUEST (a message) to the other
computers, indicating its sequence number.

Can | use B -
resource X! !




To access critical resources

— If a computer needs to access a critical resource:

|. It increases its sequence number by |.

2. It sends a REQUEST (a message) to the other
computers, indicating its sequence number.

Can | use 5 | €
resource X! _v—|:v_‘|
— C




To access critical resources

— If a computer needs to access a critical resource:

|. It increases its sequence number by |.

2. It sends a REQUEST (a message) to the other
computers, indicating its sequence number.

Can | use
resource X?




Answering a request message

If a computer receives a REQUEST message and
has the token:
| It takes note of the request.

2. When it finishes using critical resources, it sends the
token to one of the computers that had sent a REQUEST
message.

Can | use
resource X?
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Answering a request message

If a computer receives a REQUEST message and
has the token:
| It takes note of the request.

2. When it finishes using critical resources, it sends the
token to one of the computers that had sent a REQUEST
message.




Can | use
resource X!
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Can | use
resource X!?




Can | use
resource X!

38



Can | use
resource X!




ST

Can | use
resource X!







Problem |

* Because of message transmission delays
(R M ZERT), a computer may receive a request that has
already been satisfied.

e If the token is sent to a computer that do not need it,
time is wasted! (other computers have to wait).

- How to distinguish between new and an old requests?
- How to know if a request has been satisfied?



Problem 2

> When a computer does not need the token
anymore, he must send the token to another
computer.

- How to choose the next computer?

We want to ensure fairness (22)
and avoid livelocks (& %ii).

- SOLUTION -



Solution

Key idea: put information in the token!

The sequence number of the last
satisfied request for computer A

The sequence number of the last
satisfied request for computer B

The sequence number of the last
satisfied request for computer C

Hence, the token keeps track of all the requests that have been satisfied!



Solution

When a computer has the token and access
critical resources, it increases its sequence
number in the token.
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When a computer has the token and access
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number in the token.
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number in the token.




Solution

When a computer has the token and access
critical resources, it increases its sequence
number in the token.




Solution

When a computer has the token and access
critical resources, it increases its sequence
number in the token.




Solution

* Moreover, each computer keeps all the requests
that it receives.

e The computer having the token can compare each
request with the token to know which requests have
been satisfied.




Solution

* Moreover, each computer keeps all the requests
that it receives.

e The computer having the token can compare each
request with the token to know which requests have
been satisfied.

RE@ST

Cc= '




Solution

* Moreover, each computer keeps all the requests
that it receives.

e The computer having the token can compare each
request with the token to know which requests have
been satisfied.

A RE%JST

C,= |

C,=|

Computer A should send the token to which computer next?



Solution

* Moreover, each computer keeps all the requests
that it receives.

e The computer having the token can compare each
request with the token to know which requests have
been satisfied.

A RE@T

C,= |

Answer: Computer C because 1



How to ensure fairness (23)?

To ensure that each computer will eventually
receive the token:

* A queue (PA%) is added to the token.

* Before a computer send the token to another

computer, it puts all the non-answered requests in the
queue inside the token.

* The token is sent to the first computer in the queue
that has a non-answered request.



Does it work well?

e Assume that there are N computers.

« Computer A wants to access critical resource,

° it will send a REQUEST message to the N-1 other
computers.

> Eventually another computer will send the token to
Computer A.

e N messages are sent.

* At most N-I computers will have the token
before computer A receives the token.



Comparison

* Naive approach
> 2(N -1) messages
> does not guarantee fairness

* Algorithm of Suzuki-Kasami
> N messages,

o guarantees fairness.

Note: more messages may be needed if some messages are lost..

END



CLOUD
INFRASTRUCTURE
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Introduction

In the United States (2010):

» Startup companies (#]8/2258] ) using the
cloud:
100,000% per month on average
|0 engineers,

» Startups companies (#]€l] /A 8)]) not using the
cloud:
2,000,000 $ for computing infrastructure
60 engineers



Introduction

We will discuss the infrastructure (FAL%Z514) of
some popular cloud providers (= E):

e Amazon: pioneer for the “Infrastructure-as-a-service”
model

* Microsoft: focuses on “‘software-as-a-service”” and
“platform-as-a-service”.



Cloud computing at Amazon

* Initially, Amazon created its cloud to

support its e-commerce business (
selling books, clothing, foods, etc.

e Then,Amazon decided to use its

B 18 55):

infrastructure to provide cloud computing

services to other enterprises and
organizations

I Syl
amazoncn



Cloud computing at Amazon

e ~2000: Amazon created Amazon Web
Service (AWS - ).
> Based on the Infrastructure-as-a-service model.

> It offers computers, storage space, and a high-speed
network.

> The user pays to use a virtual machine (EE1U#1).

> The user installs an operating system (¥£{E%%t) and
his own applications (2 ) on the virtual machine.

e ~2012: AVVS is used in more than 200
countries.



https://aws.amazon.com/

What is a virtual machine (EE$L#/1)?

It is an application that works like a separate computer inside the main computer.

Windows 7

e R

o enate Matene
@) wvben et Hew
S

- ‘
[ ar—e > DY -
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Amazon EC2 (Elastic Compute Cloud)

EC2 is a service offered by the Amazon cloud for
running virtual machines in the cloud.

e The user must create a virtual machine image
(FEHUHLIRIR) (called AMI, Amazon Machine Image).

o It contains the operating system (¥#{E%&%t) and the
application(s) that the user wants to run.

e The user can start several virtual machines
(instances - 327l) using an image.
e The user can stop a virtual machine.



lllustration

An |mage (REHUHLERIR) is the state of a computer that
;has been saved into a file




lllustration

User




lllustration

An image (FEHUHLER{%) can be used to start an
instance in the cloud (a virtual machineEEU#/1)

Instance |




lllustration

Instance |

Instance 2

User




~ lllustration

Instance 2




~ lllustration

-

' The user can stop an instance.

' The user can restart an instance.

Instance |

Instance 3

Stop an (E
instance Instance 2

User




~ lllustration

Instance |

Instance 3

User




Amazon EC2

Instance 2  , o

* An instance (virtual machine)
° can use a limited amount of resources,
° has a cost per hour.
° is assigned to a location (e.g. Beijing, Singapore)

o EC2 can be used for elastic computing (3245 115)

o EC2 can perform load-balancing (£21%} %), that is
make sure that work is shared between instances




amazon |
Amazon S3 53

Simple Storage System (s3)

* A technology to store large objects in the cloud.
 Three operations: write, read and delete

e Maximum number of objects: unlimited
 Size of an object: up to 5TB (58 FJLFTI).
* Each object is stored in a bucket having a key.

e A object is retrieved from storage using its key.

[ ||

Bucket | Bucket 2 Bucket 3 Bucket 4 ...
Key = 123 Key= 124




amazon |S3
Amazon S3

» Data about objects: creation date (£l HHH), name, access
control list (I77[a)=H3R), etc.

o S3 offers some authentication mechanism (435 EALH) to
check the identify of users.

» Technical details: an error detection code (5imfaf8 - MD5
hash) is used to check if files have been correctly transmitted.

[ ||

Bucket | Bucket 2 Bucket 3 Bucket 4 ...
Key = 123 Key= 124




‘-r.

Amazon EBS ez ERS

- Elastic Block Store (EBS)

e Another technology to store data in the Amazon Cloud
(an alternative to S3).

o Data is stored as volumes (%&).
o A volume (%) is a storage space of | GB to | TB.
o It is used like a virtual hard drive (REfUFEER) .

Volume B

74



*ll

Amazon EBS i ahaznERS

« Operations typically performed on a hard drive (& IR 5}
#% ) can be performed on a volume ()

e.g. formatting &I\ 1L
* An instance can use many volumes.

e A volume can be used by one instance at a time.

Volume B




=l

- _g’mu"n
Dag amazon

Amazon EBS

* A volume can be copied (data replication -Z{#EE ).

» Data replication (B{#E & ) is automatically
performed by the Amazon Cloud to avoid data loss.

Volume B




Amazon SimpleDB

Simple DB

* Another technology to store data in the Amazon EC2
Cloud.

e Similar to a database (¥#EFE).

 The user stores data and perform queries (E18)) to
access data.

* Pay for storage space and data access.

L -

e Technical details:
° Itis a NoSQL database (key/value pairs).
> Access by webservices requests
> Property of “eventual consistency”
> Metadata can be added to each object



Amazon SQS

Simple Queue Service
e A communication system for the Amazon Cloud.

e SQS is a system that allows EC2 instances to
coordinate (J/}i3 ) their activities by sending and
receiving messages.

* Add or read messages.

. ]

A message queue (BA%!)

Entrance :
It

— DR ——>




Amazon SQS

* An instance will “lock” a message and then
process it.

o If processing fails, the lock expires and the
message is available to other instances.

#b

A message queue (BA%!)

Entrance

— —




Amazon SQS

* An instance will “lock” a message and then

process it.

o If processing fails, the lock expires and the
message is available to other instances.

#é

A

A message queue (BA%!)

Entrance

—

Exit

S




Amazon SQS

* An instance will “lock” a message and then
process it.

o If processing fails, the lock expires and the
message is available to other instances.

#b

loc
A message queue (BA%]

Entrance

—




Amazon SQS

* An instance will “lock” a message and then
process it.

o If processing fails, the lock expires and the
message is available to other instances.

#b

loc
A message queue (BA%]

Entrance

—




Amazon SQS

* An instance will “lock” a message and then
process it.

o If processing fails, the lock expires and the
message is available to other instances.

A

#b

A message queue (BA%!)

Entrance Exit

— e H—




Amazon SQS

* An instance will “lock” a message and then
process it.

o If processing fails, the lock expires and the
message is available to other instances.

#b

ck

A message queue (BAH)

Entrance Exit

— —




Amazon SQS

« Why using a queue (fA%1)?
o Useful to process a large amount of requests (e.g. coming from persons
using a website).

> Ensures that all requests will be processed following some order (first
come first served)

> Multiple computers can be used to process requests to increase
performance. A

A message queue (BA%!)

Entrance :
Exit

— —
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Amazon Cloud Watch gt

Cloud Watch

» A service for monitoring the infrastructure
used in the cloud.

e Cloud Watch allows collecting and tracking o cume

Overview LveData 2days 30days 365days  HistoricData  Log

metrics about the performance of
applications and the efficiency of resource ...

CPU Utilization

DiskRead DiskRead Ops
300,919 Bytes/sec 11 Opsfsec
[} [} L[]
ut| I |Zat| on e e
i 21.026 Bytes/sec 5 Ops/sec

nnnnnnnnn

* A user can monitor approximately a dozen - N A A

CHANNELS
\\\\\\\

L [ [ [ Channel + D Last Value Maximum Settings
metrics and view sraphs and statistics for s
DiskRead 5 300.919 Bytes/sec 7.100 Bytes/sec 3,07445697911762E17 Bytes/sec "
1,943 Ops/sec %
10,883,140 Bytesssec %

DiskRead Ops. 3 11 Ops/sec 2 Ops/sec
. DiskWrite 6 21.026 Bytes/sec 3.011 Bytes/sec
th ese metmcs i I S e
. D ime -4
1 0 KByte
EEEEEE

e Monitoring every 5 minutes : free of charge
e Monitoring every | minute: need to pay ($)



Amazon AutoScaling

* This service provides cloud elasticity
(=RISETE).
 Instances in the cloud are put into groups.

e The user can defines conditions for increasing or
decreasing the size of groups automatically.

> A minimum number of instances,
> A maximum number of instance,
> A regular size for each group.

- Example |.a policy is that if the CPU utilization
of instances in a group is higher than 90 %, then a
new instance is created.



Amazon AutoScaling

- Example 2. if the CPU utilization of an
instance is less than 20 %, then the instance is
shut down



Other Amazon services

The Amazon Cloud provides many other
services such as:

o Amazon Elastic MapReduce (EMR): provides
support for Hadoop in an EC2 cloud.

> Amazon Route 53:a low-latency DNS service.

° CloudFront: for content delivery
(REEE)

o Amazon Elastic Load Balancer



Licensing Agreement (3R 1/11X)

To use the cloud of Amazon, one must accept a
Licensing Agreement.

- Amazon can terminate the service to any
customer at any time for any reasons, and one
should not sue Amazon for any damages.

> One should not use the cloud of Amazon for direct
marketing, spamming...

> No illegal material should be stored in the cloud.



Amazon Data Center

They are located in multiple locations:

o Billing rates differ from one region to another based on
energy, communication and maintenance costs.

> Each region is divided into availability zones.

> For example:

Region Location Availability Zones Cost

US West Oregon us-west-2a/2b/2¢c Low

US West North California us-west-1a/1b/1c High

US East North Virginia us-east-1a/2a/3a/4a Low
Europe Ireland eu-west-1a/1b/1¢c Medium
South America Sao Paulo, Brazil sa-east-1a/1b Very high
Asia/Pacific Tokyo, Japan ap-northeast-1a/1b High

Asia/Pacific Singapore ap-southeast-1a/1b Medium



Amazon Data Center

o

An availability zone is a data center containing multiple servers.

(¢]

A server (255%%) may run multiple virtual machines or instances (for
different users).

o

Storage is automatically replicated in a region.

o

It is recommended to also replicate the content in multiple regions to
avoid problems if some catastrophic events occur in a region.

Region Location Availability Zones Cost

US West Oregon us-west-2a/2b/2¢c Low

US West North California us-west-1a/1b/1c High

US East North Virginia us-east-1a/2a/3a/4a Low
Europe Ireland eu-west-1a/1b/1c Medium
South America Sao Paulo, Brazil sa-east-1a/1b Very high
Asia/Pacific Tokyo, Japan ap-northeast-1a/1b High

Asia/Pacific Singapore ap-southeast-1a/1b Medium



Amazon Data Center locations

How to choose a region!?

¢ Based on cost, communication latency (B{§ZEIR),
reliability (RI SE1%), security, etc.

To create an instance, one must select:
* the region and availability zone,

 the type of instances from a small set of options
(CPU type, main memory, ...)



IP Addresses (IPHBHL) of instances

o Each instance needs an IP address (IPHE1l) to be
able to communicate with other computers.

* |P addresses can be viewed as some kind of “postal

addresses” (HPE(HBIE) for computers on a network,
used for sending messages.

B Public 219.1.1.1
| B Private 192.168.0.1
Instance | |
| Public 219.1.1.2

Instance 3 | ¥ Private 192.168.0.2




" |P Addresses of instances

 An AMI image does not provide an IP address.

e When a user create an instance, Amazon
automatically assign public/private IP addresses to each
new instance.

B Public 219.1.1.1
, B Private 192.168.0.1
Instance | |
==  : f Public 219.1.1.2
LD N Sl Private 192.168.0.2

| I'mage' The user



" |P Addresses of instances

* The private IP address is used for communicating with
computers inside the cloud.

e The public IP address is used for communicating with
computers on the Internet.

 When an instance is shut down, its addresses may be given to
another instance.

B Public 219.1.1.1
, B Private 192.168.0.1
Instance | |
==  : f Public 219.1.1.2
LD N Sl Private 192.168.0.2

| I'mage' The user



Three pricing models

e On-demand instance:
° the user pay per hour that an instance is running.
> The most popular model

e Reserved instance:

> The user pay at one time fee for a given number of hours.
This provides a discount on the regular rate.

e Spot instance:

° the user bides on unused capacity in the cloud,

° Instances are launched when the market price reaches a
threshold specified by the user.



Types of instances

* The EC2 cloud offers several types of instances:

e For example:

Standard instances. Micro (StdM), small (StdS), large (StdL), extra large (StdXL); small is the
default.

High memory instances. High-memory extra-large (HmXL), high-memory double extra-large
(Hm2XL), and high-memory quadruple extra-large (Hm4XL).

High CPU instances. High-CPU extra-large (HcpuXL).

Cluster computing. Cluster computing quadruple extra-large (Cl4XL).



Table 3.2 The nineinstances supported by ECZ. The cluster computing c14xL (Quadruple extra-
large) instance uses two Intel Xeon X5570, Quad-Core Nehalem Architecture processors. The
instance memory (I-memory) refers to persistent storage; the 1/0 performance can be moderate

(M) or high (H).

Instance API

Name Name

StdM

StdS ml.small
StdL ml.large
StdXL ml.xlarge
HmXL m2.xlarge

Hm2XL m2.2xlarge
Hm4XL m2.4xlarge
HepuXL cl.xlarge
ClaXL ccl.dxlarge

Platform
(32/64-bit)

32 and 64
32
64
64
64
64
64
64
64

Memory
(GB)

0.633
1.7
7.5
15
17.1
34.2
68.4
7

18

Max EC2
Compute Units

1VC; 2 CUs

1VC; 1CU

2VCs; 2 x 2CUs

4 VCs; 4 x 2 CUs

2 VCs; 2 x 3.25 CUs
4 VCs; 4 x 3.25 CUs
8 VCs; 8 x 3.25 CUs
8 VCs; 8 x 2.5 CUs
33.5CUs

I-Memory
(GB)

160
85
1,690
420
850
1,690
1,690
1,690

/o
(M/H)

I I I I SIT I<

This data is shown as an example (it is from 2012)

VC =Virtual computers

CU = Computing Unit




Table 3.3 The charges in dollars for one hour of Amazon's cloud services running under Linux
or Unix and under Microsoft Windows for several ECZ instances.

Instance

StdM
StdS
StdL
StdXL
HmXL
Hm2XL
Hm4XL
HepuXL
Cl4XL

LinuxiUnix

0.007
0.03
0.124
0.249
0.175
0.4
0.799
0.246
0.544

Windows

0.013
0.048
0.208
0.381
0.231
0.575
1.1
0.516
N/A

Table 3.4 Monthly charges in dollars for data transfer out of the US West (Oregon) region.

Amount of Data

First 1 GB
Upto 10 TB
Next 40 TB
Next 100 TB
Next 350 TB

Charge $

0.00
0.12
0.09
0.07
0.05

This data is shown as an example (it is from 2012)




Microsoft

* Microsoft Online services: software-as-a-
service

e Microsoft Azure: platform-as-a-service
> Windows Azure: an operating system

- SQLAzure: a database for storing data based on
SQLServer

> AzureAppFabric: a collection of services for cloud
applications



Microsoft Azure

Connect Applications and Data CDN )
/'"""—_ TN
Compute Storage A
@ @ @ @ Blﬂbs Tables  Queues

Fabric Controller

Three main components:
- Computer: provides a computation environment
o Storage: scalable storage

> Fabric Controller: deploys, manages, and monitors applications; it interconnects
nodes consisting of servers, high-speed connections, and switches



Microsoft Azure

Connect Applications and Data CDN )
/'"""—_ TN
Compute Storage A
@ @ @ @ Blﬂbs Tables  Queues

Fabric Controller

e Storage uses blobs, tables, and queues to store data,

e Fabric controller: provides scaling, load balancing, memory management,
and reliability

 CDN: maintains cache copies of data, for faster access.

blob = up to | terabyte of binary data



Open-source platforms for private clouds

There exists some free and open-source software to
setup a private cloud.

Design

Cloud type
User population
Applications
Customizability

Internal security
User access
Network access

Eucalyptus

“ Emulate EC2

Private

Large

All

Administrators and
limited users

Strict

User credentials

To cluster controller

OpenNebula

Customizable
Private

Small

All
Administrators
and users
Loose

User credentials

Table 3.5 A side-by-side comparison of Eucalyptus, OpenNebula, and Nimbus.

Nimbus

Based on Globus
Public/Private

Large

Scientific

All but image

storage and credentials
Strict

x509 credentials

To each compute node




Eucalyptus

e Similar to Amazon EC2

» Offers some compatibility with Amazon
Web Services.


http://www.eucalyptus.com/

Conclusion

 Today, we have discussed:
> mutual exclusion
> cloud infrastructure



http://philippe-fournier-viger.com/COURSES/CLOUD/
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